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BASIC OPERATING LIMITS ON COMMUNICATION LINKS WITH SPACECRAFT 

Johannes P e t e r s  

ABSTRACT 33797 
Space communications can be def ined  i n  terms 

of information theory ,  thermodynamics and wireless 

energy t ransmission.  Information theory is  a p p l i c a b l e  

i f  an alphabet  is present  and i f  a p r o b a b i l i t y  i s  

a s soc ia t ed  wi th  each le t ter  of t h i s  a lphabet .  The 

concept of information is def ined  and s e v e r a l  examples 

are given. The concept of entropy i n  thermodynamics 

i s  shown t o  be  very  c l o s e l y  a s soc ia t ed  wi th  space 

communications. This  i s  due t o  t h e  f a c t  t h a t  each 

le t te r  i n  information theory i s  made up of fundamental 

bu i ld ing  blocks which have an entropy a s soc ia t ed  wi th  

them according t o  Boltzmann's equat ion.  

The p r a c t i c a l  l i m i t a t i o n s  of wireless energy trans- 

mission show t h a t  t h e  maximum communication d i s t a n c e  i s  , 
1.14*10l3 km, somewhat more than  a l i g h t  year .  Q L L m  

Ladies and gentlemen: - I I* 

There i s  a c l a s s  of l e c t u r e  which has  no element of suspense.  This  

is  based on t h e  f a c t  t h a t  t h e  l e c t u r e r  and t h e  l i s t e n e r s  are of t h e  same 

Note: Numbers i n  t h e  margin i n d i c a t e  pagina t ion  i n  t h e  o r i g i n a l  
f o r e i g n  t e x t .  



opinion t o  begin with.  

agreement and h i s  esteem grows, and due t o  t h i s  f a c t  t h e  l e c t u r e r  is  being 

super f luous .  Therefore ,  I w a s  e s p e c i a l l y  chal lenged by t h e  i n v i t a t i o n  t o  

t a l k  be fo re  you today. I accepted it wi th  thanks and promise you t h a t  I 

w i l l  no t  t a l k  t o  you as a conformist .  

open doors t o  Athens. 

W e  would a l l  l i k e  t o  be t r u t h f u l .  I f  I must u s e  some t r a i n s  of thought 

which do not  belong t o  everyday l i f e ,  I w i l l  a t t e m p t  t o  p re sen t  t h e  

material t o  you as simply as poss ib le .  

i s  n o t  immediately apparent  w i l l  be c l a r i f i e d  i n  t h e  fol lowing d i scuss ion  

o r  a t  a la ter  t i m e .  

Of course ,  t h e  l e c t u r e r  i s  c a r r i e d  by a wave of 

Also, I cannot count on ca r ry ing  

For t r u t h ' s  sake,  I a s k  you f o r  your cri t icism. 

That p o r t i o n  of my l e c t u r e  t h a t  

I n  t h i s  connect ion,  I would l i k e  t o  po in t  t o  t h e  fol lowing ob- - 1 2  

s e r v a t i o n s .  

a t t a c h  a g r e a t  d e a l  of importance t o  arguments t h a t  are based on theo- 

retical  fundamentals a lone.  

who has  very accu ra t e ly  aimed opinions t o  d e a l  wi th  t e c h n i c a l  real i t ies ,  

bu t  o u t s i d e  of t h i s  domain, nothing is  v a l i d ,  least of a l l  a theory.  The 

oppos i t e  i s  a l s o  known. 

p o s s i b l e  and who, j u s t  l i k e  t h e  philosopher Hegel, faced w i t h  r e a l i t y ,  

d e c l a r e s  i n  anger t h a t  r e a l i t y  i s  t h e r e f o r e  worse o f f .  Due t o  t h e  n a t u r e  

of my t o p i c ,  I w i l l  have t o  use  pr imar i ly  t h e o r e t i c a l  arguments. 

Today's technica l ly-or ien ted  s o c i e t y  appa ren t ly  does not  

We a l l  know t h e  type  of t e c h n i c a l  s p e c i a l i s t  

The t h e o r e t i c i a n  f o r  which b a s i c a l l y  nothing is  

The a lchemis ts  of t h e  Middle Ages w e r e  looking f o r  a w i s e  man's s tone ,  

w i t h  which one can t ransform wor th less  material i n t o  gold .  

t i o n  ago t h e r e  w e r e  pa t en t  a p p l i c a t i o n s ,  t h e  nucleus of which w a s  t h e  

Only a genera- 
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perpetuum mobile. Today no s c i e n t i s t  w i l l  i n v e s t i g a t e  f u r t h e r ,  i f  t h e  

fundamentals have been thoroughly checked. I n  t h i s  sense  t h e  axioms of 

phys ics ,  t h a t  is  t h e  p r i n c i p a l  theorems of thermodynamics, as w e l l  as 

t h e  va r ious  conserva t ion  l a w s ,  r ep resen t  f i n a l  l i m i t s .  For c l a r i t y ' s  

sake,  w e  would l i k e  t o  emphasize t h a t  t h e s e  l i m i t s  are no t  g iven  by 

I t h e  formulat ion of t h e s e  theorems b u t  are based on t h e  enormous evidence 

upon which they are founded. 

A s c i e n t i s t  of today cannot go o u t s i d e  t h e  theorems of phys ics  (Fig.  1). 

However, t h e  l i m i t s  of t h e i r  formulat ion can change. Even a new theore-  

t i ca l  summary does no t  i n v a l i d a t e  t h e  f a c t s  which have l e d  t o  t h e  l a w s  

which were v a l i d  up t o  t h i s  t i m e .  

Theory can even be used as a d i r e c t i v e  f o r  t e c h n i c a l  a c t i o n .  I n  /3 
areas, where t h e  d i s t a n c e  between t h e  s ta te  of technology and t h e  

phys ica l  knowledge i s  e s p e c i a l l y  l a r g e ,  i t  i s  most advantageous t o  c a r r y  

out  t e c h n i c a l  r e sea rch  and development work. When t h e  phys ica l  l i m i t s  

have a h o s t  Seen reached,  l i t t l e  r eaa ins  t o  be  gained. If the t e c h n i c a l  

goa l  l ies  beyond t h e  phys ica l  l i m i t s ,  then  t h i s  i s  simply due t o  t h e  fac t  

t h a t  t h e  person who wishes t o  ca r ry  o u t  t h e  work is  not  aware of t h i s .  

Today i t  is  my i n t e n t i o n  t o  b u i l d  a s t r u c t u r e  t h a t  has  a c e r t a i n  

s i m i l a r i t y  wi th  t h e  American Consulate i n  Munich. This  s t r u c t u r e  rests 

on columns (Fig.  2) and could be  in sc r ibed  wi th  t h e  words "Space Communication 

Technology". Before I do t h i s ,  I would l i k e  t o  show you t h e  t h r e e  

suppor t ing  columns by p u t t i n g  toge the r  t h e  i n d i v i d u a l  bu i ld ing  b locks .  

W e  would l i k e  t o  c a l l  t h e s e  columns: 
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I. Information theory, 

11. Thermodynamics, 

111. Wireless energy transmission. 

I. Information Theory 

Information theory is not only a pastime for theoretically-interested 

communication engineers, of which the old practitioners have the same 

opinion as the fox did of the dangling grapes in Aesop's fable, i.e., it 

is of no practical importance. Information theory can always be applied 

when the following conditions are satisfied (Figure 3 ) :  - / 4  

Condition 1: 

This alphabet must be a complete one, and all letters in this alphabet 

There must be an alphabet. 

must be clearly distinguishable from each other. 

Instead of an alphabet, one can also designate a sequence of marks and 

symbols. In applications other than those of communication technology, one 

speaks of an ensembie of occurrences or states - terms which are somewhat 

more abstract. In terms which are mathematically abstract, one speaks of a 

collection of disjunctive elements. 

Condition 2: A probability must correspond to each letter. 

We must therefore eliminate all singular letters, marks, symbols, events, 

states, such as, for example, a Chinese letter in an otherwise entirely 

German text - which would seem like lightening out of the blue. 

The concept of probability is a very deep one and is not exhausted by 

the following explanation: let us assume a typist sits at her typewriter 

in her office in which, day in and day out, only routine material is handled. 

4 



It i s  assumed t h a t  i nd iv idua l  counters  f o r  each le t te r  of t h e  typewr i t e r  

have been i n s t a l l e d  ( including spaces) .  Furthermore, l e t  u s  say  t h a t  t h e  

sum of a l l  t ypewr i t e r  s t r o k e s  i s  formed. A t  each i n s t a n t  of t i m e  

( l e t  us say  wi th  t h e  a i d  of an e l e c t r o n i c  computer), t h e  r e l a t i v e  

abundance i s  ca l cu la t ed  continuously.  This  r e l a t i v e  abundance s t r i v e s  

towards a l i m i t i n g  va lue ,  which can be i d e n t i f i e d  wi th  t h e  p r o b a b i l i t y  

using a somewhat coarse  s impl i f i ca t ion .  

I f  t h e s e  two condi t ions  are s a t i s f i e d ,  information theory  then  de f ines  

a p i ece  of information (Figure 4 ) .  - 15 

The concept of information i s  t h e r e f o r e  a d e f i n i t i o n  which i s  u s e f u l  

and i s  based on t h e  p r o b a b i l i t y  of a n  occurrence.  

generated because chance chooses a c e r t a i n  occurrence ou t  of an  ensemble 

of events  t h a t  can occur.  It does not  depend on t h e  na tu re  of t h i s  

occurrence,  bu t  only on i t s  p robab i l i t y .  

This  information i s  

Before a c e r t a i n  occurrence h a s  taken p l ace ,  i t  i s  p o s s i b l e  f o r  t h e  

observer  t o  eva lua te  t h e  t o t a l i t y  of a l l  occurrences and t h i s  according t o  

t h e  expec ta t ion  va lue  of t h e  information p e r  occurrence.  (This  expec ta t ion  

va lue  t h e r e f o r e  corresponds t o  the expected p r o b a b i l i t y  of winning i n  a 

l o t t e r y  r e l a t i v e  t o  one l o t t e r y  t i c k e t . )  (Figure 5 . )  

I f  t h e  occurrences t ake  p lace  one a f t e r  t h e  o t h e r ,  where each occurrence 

is  i n d i v i d u a l l y  chosen by chance from t h e  t o t a l i t y  of a l l  occurrences,  one 

speaks of a random process .  I f  the randomness does not  depend on t h e  pre- 

ceding even t s ,  then  each dec is ion  genera tes  t h e  same amount of information 

on t h e  average. The amount of information corresponding t o  a t i m e  i n t e r v a l  

is  t h e r e f o r e  z t i m e s  t h e  expec ta t ion  va lue  per  event on t h e  average, i f  per  

t i m e  u n i t  z events  occur .  This  quant i ty  i s  c a l l e d  t h e  information flow and 
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i n d i c a t e s  what information i s  generated by a n  informat ion  source  - whether 

it is  taken from an information r e s e r v o i r ,  f lows i n t o  a t ransmiss ion  cana l ,  

o r  whether i t  is  received by an information r e s e r v o i r .  

Today i t  is  of importance t o  note  t h a t  by in t roducing  t h i s  measure of 

information,  i t  i s  p o s s i b l e  t o  not only eva lua te  a cont inuous sequence of 

even t s ,  bu t  i t  i s  p o s s i b l e  t o  eva lua te  any t ransmiss ion  cana l  according t o  

/6 

i ts  information f l u x .  

Examples: (Figure 6)  

1. Suppose an i n d i c a t i n g  device which i s  used i n  connection wi th  t h e  

t r a n s f e r  of information c o n s i s t s  of  a l i g h t  bulb cover ,  which i s  e i t h e r  on 

o r  o f f .  L e t  us say both s t a t e s  are equal ly  probable .  I f  t h e  s ta te  during 

each second i s  c a l l e d  an  event ,  t h i s  device genera tes  a u n i t  of information 

p e r  second. This  information u n i t  is c a l l e d  a b i t .  The u n i t  of information 

flow i s  t h e r e f o r e  a b i t  pe r  second ( b i t / s ) .  

2. L e t  a s e l f - i n d i c a t i n g  d i g i t a l  v o l t  meter have an  accuracy of 

t h r e e  d i g i t s ,  and l e t  i t  be dr iven  by an impulse gene ra to r ,  i n  such a way 

t h a t  a new measured va lue  i s  es t ab l i shed  each second. I f  t h e  p r o b a b i l i t y  

i s  uniformly d i s t r i b u t e d  over  a l l  poss ib l e  measurement va lues ,  then  each 

measured va lue  con ta ins  t h e  information -Id - - - I d  1000 = 9.97 b i t .  

The d i g i t a l  v o l t  meter gene ra t e s  an information flow of about 10 

1000 

b i t / s .  

Since t h e  d i g i t a l  v o l t  meter t akes  t h e  information from a test specimen, 

i t  can be a l s o  considered as an  information cana l  which has  a cana l  capac i ty  

of 10  b i t / s .  

3 .  The peak performance of a human being as a member of a communication 

system ( f o r  i n s t ance ,  reading and speaking measured va lues ,  t ak ing  steno- 

g raph ic  no te s  on d i c t a t i o n ,  playing music according t o  unknown no te s ,  
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r e a c t i o n  t o  t r a f f i c  s i g n a l s )  is about 10 b i t / s  on t h e  average. 

4 .  A te lephone network can t ransmi t  about 20,000 b i t / s .  - / 7  

A channel of about 250,000 b i t / s  i s  r equ i r ed  f o r  h igh  q u a l i t y  music 

t ransmiss ion .  

The channel capac i ty  of a t e l e v i s i o n  c i r c u i t  i s  about 50,000,000 

b i t / s .  

The l i m i t  of channel capac i ty  of communication systems t h a t  are 

p r e s e n t l y  f e a s i b l e  should l i e  a t  about l o 9  t o  1O1O b i t / s .  

is  appropr i a t e  t o  say  t h a t  t h e  normal requirement of a t e c h n i c a l  communi- 

c a t i o n  channel between a ground s t a t i o n  and a space v e h i c l e  should have a 

channel capac i ty  of 10 b i t / s ,  i n  order  t o  have an appropr i a t e  r e fe rence  

va lue .  This  amount corresponds t o  human be ings ,  and means t h a t  one measured 

va lue  is t r ansmi t t ed  pe r  second with an accuracy of 1% of f u l l  scale. It is  

always p o s s i b l e  t o  c a l c u l a t e  t h e  number of measured va lues  p e r  day o r  p e r  

hundred yea r s .  

Therefore ,  it 

11. Thermodynamics 

I a m  s u r e  you w i l l  be  surpr i sed  t o  see t h a t  I a m  depar t ing  from t h e  

t h e o r e t i c a l  fundamentals of communication technology and w i l l  now d i s c u s s  

t h e  t h e o r e t i c a l  fundamentals of thermal machines. P l ease  l e t  m e  pose a 

r h e t o r i c a l  ques t ion :  

found i n  a physics  book. 

o p t i c s ,  quantum phys ics ,  t o  name only a few, are key words f o r  t h e  engineer  

as w e l l  as f o r  t h e  p h y s i c i s t .  

in format ion ,  news i n  a physics  book? 

A l l  t h e  important  domains of t e c h n i c a l  s c i ence  can be 

Fulcrum l a w s ,  hydrau l i c s ,  theory of e l e c t r i c i t y ,  

Can you f i n d  anything about let ters,  marks, 

It can be s a i d  t h a t  i m p l i c i t l y  something about t hese  t o p i c s  can be /8 - 

found i n  any phys ics  book. One m u s t  look f o r  t h i s  under t h e  word entropy.  
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The reasons f o r  t h i s  w i l l  now be  shown. 

The entropy concept has two d i f f e r e n t  d e f i n i t i o n s  i n  physics .  I n  t h e  

o ld  d e f i n i t i o n ,  entropy cha rac t e r i zes  a macroscopic s t a t e  of thermodynamics. 

For a given amount of i d e a l  gas ,  entropy only depends on i t s  volume and i t s  

temperature ,  i .e. ,  only on macroscopic q u a n t i t i e s .  According t o  Clausius  

w e  have 

heat introduced r e v e r s i b l y  
abso lu te  temperature  Inc rease  i n  entropy = 

(Figure 7 ) .  

Boltzmann de r ives  t h e  entropy from t h e  p r o b a b i l i t y  d i s t r i b u t i o n  of t he  

microphysical  states (Figure 8 ) .  By means of t h e  d u e l  d e f i n i t i o n ,  t h e  

macroscopic thermodynamic s ta te  is  reduced t o  t h e  p r o b a b i l i t y  of t h e  micro- 

states. 

The newer d e f i n i t i o n  according t o  s t a t i s t i ca l  mechanics of 

It now becomes p o s s i b l e  t o  look upon any mark, any le t ter ,  o r  any 

o t h e r  phys i ca l  s ta te  as a d i s t r i b u t i o n  of matter o r  energy i n  space o r  i n  

t i m e  t h a t  i s  as improbable as poss ib le .  

t h i n g ,  i t  would be  assumed t o  have been made by human be ings ,  i f  i t  could 

I f  an a rchaeo log i s t  f i n d s  some- 

have been c rea t ed  n a t u r a l l y  wi th  only a very s m a l l  p r o b a b i l i t y .  On t h e  

o t h e r  hand, i n  o rde r  t o  be as s a f e  as p o s s i b l e  from random d i s tu rbances ,  

w e  u s e  only those  let ters which chance cannot e a s i l y  create by i t s e l f .  

Thus, our  language is  d i s t ingu i shab le  from t h e  r u s t l i n g  of t h e  wind o r  - 19 

t h e  n o i s e  of h a i l .  Our w r i t i n g  can be d i s t ingu i shed  from random i n k  s p o t s ,  

a t  l eas t  i n  t h e  case of a d u l t s .  
as 

J u s t  as i s  done i n  r e a l i t y ,  i t  is  p o s s i b l e  t o  look upon a l e t t e r / G n -  

s i s t i n g  of cons iderable  smaller ind iv idua l  p a r t i c l e s ,  as i s  done i n  in fo r -  

mat ion theory.  For in s t ance ,  l e t  us  t h i n k  of a l e t t e r  c o n s i s t i n g  of 
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i nd iv idua l  elementary s u r f a c e s , a s  i s  t h e  case  f o r  a r ada r  r ece ive r  (Figure 9) .  

S imi l a r ly ,  any o t h e r  mark o r  process ,  which w e  wish t o  look upon as an  

element of information,  can be thought of as having been produced by t h e  

order ing  of smaller p a r t i c l e s  t h a t  w e r e  o r i g i n a l l y  randomly d i s t r i b u t e d ,  so 

t h a t  they f i n a l l y  r ep resen t  t h e  mark o r  process  i n  t h e  sense  of information 

theory.  The maximum s i z e  t h a t  these  par t ic les  can have usua l ly  is  i n  t h e  

range of macrophysics and varies according t o  t h e  d e f i n i t i o n  of t h e  d i s -  

t i ngu i sh ing  c h a r a c t e r i s t i c s  between t h e  i n d i v i d u a l  letters i n  a n  a lphabet .  

These s m a l l  p a r t i c l e s ,  of which t h e  le t ters  are composed, w i l l  be  

c a l l e d  bu i ld ing  blocks.  The bui ld ing  blocks can have very  d i f f e r e n t  forms, 

t e c h n i c a l l y  as w e l l  as phys ica l ly .  

f a c e s ,  which are whi te  on one s i d e  and b lack  on t h e  o t h e r .  W e  can a l s o  

mean s m a l l  i n k  p a r t i c l e s .  F ina l ly ,  t h e s e  bu i ld ing  blocks can a l s o  be rela- 

t i v e l y  s m a l l  ene rg ie s  t h a t  can be moved around t h e  t i m e  a x i s  as one d e s i r e s .  

A l l  t h e s e  bu i ld ing  blocks have an entropy according t o  Boltzmann's 

equat ion.  According t o  a tneorern of phys ics ,  the ent ropy ,  w h i c h  t h e  bu i ld ing  

b locks  have toge the r ,  is t h e  sum of t h e  e n t r o p i e s  of t h e  ind iv idua l  bu i ld ing  

blocks.  

They can a c t u a l l y  be  s m a l l  square sur -  

I f  t h e  bu i ld ing  blocks are used t o  make marks, a macros t ruc ture  i s  - I10 

superimposed on t h e  previous microphysical s t r u c t u r e .  Each of t h e  o ld  micro- 

phys i ca l  states and one of t h e  macro-states,  which corresponds t o  a le t ter ,  

r e s u l t s  i n  a new micro-s ta te .  The number of micro-s ta tes  has  been increased  

from n t o  n N. 

has  a p r o b a b i l i t y t h a t  i s  equal  t o  t h e  product  of t h e  i n d i v i d u a l  p r o b a b i l i t i e s :  

p ( x j )  p ( a i ) ,  accord ing  t o  a theorem of p r o b a b i l i t y  theory .  

s t i t u t e d  i n  Boltzmann's equat ion (Figure l o ) ,  i t  can be seen 

An i n d i v i d u a l  p a i r  of even t s ,  where x coinc ides  wi th  ai, j 

I f  t h i s  i s  sub- 

t h a t  t h e  entropy 
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has been increased  by AS = k I n  2 H due t o  this  increased  freedom. 

This r e s u l t  i s  of phys ica l  importance: a s i g n a l l i n g  appa ra tus ,  w i th  

which it  i s  d e s i r e d  t o  send s i g n a l s ,  must of n e c e s s i t y  have a mob i l i t y ,  a 

freedom, which is a v a i l a b l e  t o  send t h e  s i g n a l s .  This  c a l c u l a t i o n  shows 

t h a t  t h i s  freedom is  a l s o  a thermodynamic freedom. It a l s o  shows t h a t  t h e  

expec ta t ion  va lue  of t h e  information H ,  which Shannon himself calls  entropy,  

is  a l s o  a n  entropy i n  t h e  thermodynamic sense.  Only t h e  scale is d i f f e r e n t  

by t h e  f a c t o r  k . I n  2. Expressed i n  another  way, w e  can say:  t h e  average 

information pe r  s i g n a l  i n  a sys t em i s  i d e n t i c a l  t o  t h e  f r a c t i o n  of entropy 

contained i n  i t .  It can be used to  send s i g n a l s .  

L e t  u s  go a s t e p  f u r t h e r :  i f  in format ion  i s  an entropy i n  t h i s  sense ,  

it must a l s o  be a n  entropy of the macroscopic type,according t o  Claus ius .  

It must be  j u s t i f i a b l e  t o  e s t a b l i s h  t h e  fol lowing equat ion:  - 111 

AQ = kT I n  2 H. 

This  means, t h e r e f o r e ,  t h e  genera t ion  of information r e q u i r e s  a c e r t a i n  mini- 

mum energy which i s  p ropor t iona l  t o  t h e  abso lu te  temperature.  

A t  f i r s t  one th inks  t h a t  t h e  energy t o  ope ra t e  t h e  s i g n a l  appara tus  can 

be made a r b i t r a r i l y  s m a l l .  We a re  no t  t a l k i n g  of t h e  energy which flows 

through t h e  s i g n a l  l i g h t ,  which i s  used t o  d r i v e  t h e  top b a r  on t h e  paper ,  

which leaves t h e  voca l  cords  of the  speaker ,  b u t  w e  mean t h e  energy which 

is  necessary  t o  a c t i v a t e  r e l a y s  which t r i g g e r  t h e  release of t h e  s i g n a l .  

The cons t ruc t ion  of t h e  t r i gge r ing  appara tus  can be thought of i n  any way: 

t h e r e  always remains a s y s t e m  which has  exac t ly  t h e  freedom AS o r  H which 

i s  requ i r ed  according t o  theory.  

dom. Each degree of freedom has a n  energy corresponding t o  t h e  temperature .  

I f  t h e  key i n  ques t ion  i s  too  loose,  i t  w i l l  c a r r y  out  Brownian motion. The 

This  freedom is  a l s o  a thermodynamic f r ee -  

10 



signalling apparatus begins to play by itself and produces nonsense. 

on the other hand, a safety mechanism is provided, which must be done 

because otherwise the apparatus will no longer transmit any information, 

then it is required that the energy necessary to activate the apparatus be 

such that it can overcome the safety mechanism. 

If, 

Any other disturbance that reaches the channel or influences the keys 

will be of exactly the same random nature. 

the disturbing energy,regardless of its origin, by means of the equivalent 

temperature. If the disturbance sources are independent, it is necessary 

to substitute the sum of all substitute temperatures for T in the equation. /12 

It is appropriate to express 

The fact that each radiation leads to quanta if the energy is extremely 

small must not be overlooked. In this case, the developments presented 

so far are not automatically valid: even an ideal receiver in the absence 

of any disturbances could do no more than count individual quanta. The 

information is then derived from the probability of the occurrence of a 

quantum number. This limit can be brought into the present discussion 

by establishing a correspondence between the quanta and a substitute tem- 

perature T = - By substituting the value of the Boltzmann constant, 

this results in 

K *  

T = 4.8.10-ll.f O K  . 
It is then seen (Figure 11) that the equivalent temperature can not go below 

a lower limit, even if an ideal receiving station, wich is not technically 

possible at present, is built on the moon: 

which is composed of the quantum noise and the noise coming from the galaxy, 

and which amounts to about 5OK. This limit can also be expressed in another 

a basic background noise remains, 
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equiva len t  way: t h e  i d e a l  r ece ive r  counts  i nd iv idua l  quanta ,  where t h e  

quanta are not  only s e n t  out  by the t r a n s m i t t e r ,  bu t  a l s o  i n  p a r t  by t h e  

galaxy. 

I n  t h e  case of communication l i n k s  from t h e  e a r t h  t o  t h e  space v e h i c l e ,  

t h i s  s u b s t i t u t e  temperature i s  about equal  t o  t h e  temperature  of t h e  E a r t h ' s  

s u r f  ace. 

Thus, t h e  problem of t r ansmi t t i ng  informat ion  under extreme condi t ions  

i s  reduced t o  t h e  problem of sending energy over  g r e a t  d i s t a n c e s  without  t h e  

use  of w i r e s .  According t o  t h e  numbers given,  each b i t  of in format ion  re- /13 

q u i r e s  an  energy of a t  least  5.10-23 

phys ica l  l i m i t ,  which is based on t h e  second p r i n c i p a l  theorem of dynamics. 

The chances t h a t  a f u t u r e  t echn ica l  advance w i l l  overcome t h i s  l i m i t  are 

no l a r g e r  than  t h e  chances of a perpetuum mobile of t h e  second kind. 

w a t t  seconds. This  i s  an abso lu te  

111. Wireless Energy Transmission 

The only  remaining ques t ion  l e f t  should be answered by conven- 

t i o n a l  h igh  frequency technology: 

which a c e r t a i n  power Ne - - 

u n i t  of t i m e ?  

how l a r g e  is  t h e  l a r g e s t  d i s t a n c e  R from 

can be  d i r e c t e d  towards t h e  receiver p e r  t 

A s  could be expected, the  answer t o  t h i s  ques t ion  depends on t h e  p re sen t  

s ta te  of technology. Ce r t a in  antenna dimensions and performances of t h e  

t r a n s m i t t e r  are s u b s t i t u t e d .  Since one can expect  t e c h n i c a l  advances i n  

t h i s  f i e l d ,  i t  i s  no t  poss ib l e  t o  g i v e  a sharp  upper l i m i t .  This  does not  

mean t h a t  such a l i m i t  does not  e x i s t ,  a t  least  i n  t h e  asymptot ic  sense .  I 

mean t h e  fol lowing:  

s i o n s  and t h e  amounts of m a t e r i a l  and energy, which are b a s i c a l l y  a v a i l a b l e  

a l l  technica l  achievements are l imi t ed  by t h e  dimen- 
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t o  man. Maybe man can b u i l d  a cm-wave antenna of t h e  s i z e  of a f o o t b a l l  

f i e l d ,  b u t  no t  an  antenna t h a t  can cover the  l a k e  of Constance o r  Bavaria.  

I f  one would r e q u i r e  an antenna whose r a d i u s  i s ,  l e t  u s  say ,  equal  t h e  

d i s t a n c e  t o  t h e  moon, then  t h i s  quan t i ty  w i l l  l i e  beyond an asymptot ic  

l i m i t  f o r  t h e  antenna dimensions. 

S imi la r  reasoning can be c a r r i e d  out  f o r  t h e  output  of t h e  t r ans -  /14 
m i t t e r s .  The t echn ica l  p o s s i b i l i t i e s  w i l l  cease somewhere, e s p e c i a l l y  if 

w e  are d i scuss ing  a range over s eve ra l  o rde r s  of magnitude. 

I would, t h e r e f o r e ,  l ike  t o  proceed i n  t h e  fol lowing way: i n  o rde r  

t o  g e t  a f e e l i n g  f o r  t h e  o rde r s  of magnitude, I w i l l  c a l c u l a t e  an example, 

f o r  which parameters have been s u b s t i t u t e d ,  which today must be c a l l e d  

t e c h n i c a l l y  utopian.  L e t  t h e  s p e c i a l i s t s  s ay  how many powers of t e n  - 

higher  o r  lower - they want t o  e s t a b l i s h  t h e  asymptot ic  l i m i t s .  Then i t  

i s  p o s s i b l e  t o  c a l c u l a t e  t h e  corresponding l i m i t i n g  range. 

From Figure 11, i t  i s  seen  t h a t  t h e  most advantageous frequency l ies  

i n  t h e  v i c i n i t y  of 10 G c .  Furthennore, I assume i d e a i  t ransmiss ion  and 

r e c e i v e r  antennas.  By t h i s ,  I mean antennas which have no l o s s e s ,  because 

t h e  l o s s e s  r e s u l t  i n  a d is turbance  corresponding t o  t h e i r  temperatures.  

Furthermore, t h e s e  antennas have d i r e c t i o n a l i t y  g a i n s ,  corresponding t o  

t h e  absorp t ion  s u r f a c e s  Fe and Fs. 

The fol lowing parameters  are s u b s t i t u t e d :  

Wavelength : 2 = 3 cm = 0,03m, 

Transmi t te r  power averaged 
over t i m e  : Ns = 10,000 w a t t s ,  

Absorption su r faces  of t h e  
t r ansmi t t i ng  antenna: 

of t h e  r ece iv ing  antenna: 

F, = 100 m 2 ,  

F, = ~ O , O O O  m 2 .  
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Under these assumptions, the received power according to a well-known 

theorem of high-frequency technology is 

where R is the distance in meters. If the numbers are substituted and by 

reducing the result by six powers of 10, in order to express the distance 

in kilometers, one obtains 

5.7.104 

R2 
Ne = (R in km) 

If one requires a power of 5.10-22 watts corresponding to an informa- 

tion flow of 10 bit/s, the limiting distance is 

that is, something more than a light year. 

A s  a comparison let us give the following astronomical distances: 

Pluto is of a distance of about 6.109 km. the nearest fixed star system 

is at a distance of about 8 light years. 

50,000 light years. 

Our galaxy has a radius of about 

The nearest galaxy is about 10,000,000 light years 

away. Entire space has a radius of about 10,000,000,000 light years. 

Final Summary 

I would like to give the final summary in the discussion. I would like 

to say that, according to the numerical values of the parameters I have used, 

ten powers of 10 in distance are missing. It would be necessary to correct 

the quadratic distance law by about twenty powers of 10 by changing the - 116 
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technical data, in order to have all-encompassing space technology based 

on communications. 

On the other hand, this article has shownthe technical possibilities 

that exist to research our planetary system and even the space that is 

a little bit beyond this. But it looks as though we cannot plan on 

visiting the nearest fixed star and its planetary system. 
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Information theory  is  always appl icable ,  when t h e  fo l lowing  condi t ions  /16-c 

are f u l f i l l e d :  

1. There must be  an  a lphabet :  al , . . . ,  a i ,= . . ,  a N  

Ins tead  of a lphabe t ,  one can a l s o  speak of an  ensemble 

of states o r  c o l l e c t i o n  of events.  

A p r o b a b i l i t y  must correspond t o  each let ter:  

Ins tead  of l e t te r ,  you can s a y :  Mark, Symbol, S t a t e ,  Event, e tc .  

2. p ( a l ) ,  ..., p(a i ) ,  ..., p(aN) 

Information is  a q u a n t i t a t i v e  term; by means of a d e f i n i t i o n  it i s  der ived  /16-d 

from p r o b a b i l i t y  numbers. 

I f  chance chooses a c e r t a i n  event  (ai) from t h e  t o t a l i t y  of a l l  events  

(a1 ,..., ai, ..., a N ) ,  then  i t  genera tes  t h e  informat ion  

by t h i s  dec i s ion .  

Rd = logarithmus d u a l i s  

The events  a l , . . . ,  a i , . . . ,  aN are brought i n t o  d e f i n i t e  correspondence wi th  /16-e 

the information va lues  -Rd p(a1) ,.. . , -Rd p (a i ) ,  . . . , -Rd(aN). 

they  appear wi th  t h e  same p r o b a b i l i t y  as t h e  events  themselves.  

Therefore ,  

The expec ta t ion  va lue  f o r  the information pe r  event i s  t h e r e f o r e  
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Examples for information flow in practice: 

1. 

2. 

One yes-no decision per second = 1 bit/s. 

A digital volt meter which has 3 decimal positions per second 

results in 10 bit/s. 

3 .  A human being as a link in a communications system follows up to 

a rate of about 10 bit/s. 

4 .  Technical communication channels: 

Telephone circuit: about 20,000 bit/s 

Music transmission: about 250,000 bit/s 

Television: about 50,000,000 bit/s. 

116-f 

The entropy is a thermodynamic state quantity according to Clausius. /16-g 

An increase in entropy by AS occurs, when 

hQ 
T AS = 

in which 

AQ is the reversibly applied heat and T is the absolute temperature. 
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Entropy, according to Boltzmann, is calculated from the probability 

distribution of the microphysical states (X.). It is /16-i 
J 

n 
s = -k p(X.1 In p(Xj> 

j =1 J 

The states that can be distinguished from each other are X l..", x ..... j 
..., X . In the equation, k is the Boltzmann constant n 

k = 1.38-10-23 Ws/Ok. 

By superposition of the macroscopic randomness, the number of micro- 

physical states in the building blocks becomes: n.N. Each of these states 

/16-j 

has a probability: p(X.)*p(ai). 

entropy : 

The equation of Boltzmann gives the 
J 

n N  
S+AS = -k Z Z p(Xj) p(ai) Rn [p(Xj) p(ai)l 

j=1 i=l 

n N N n 

= k*Rn 2-H + S; 
AS = k*Rn 2 - H .  
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